**QUESTION 1:**

**Objective:** Write a short report evaluating the feasibility of predicting for a listing the individual  
ratings for accuracy, cleanliness, checkin, communication, location, and value, and also  
the overall review rating.

**Datasets: (AirBnB: Dublin, Leinster, Ireland)**

**reviews.csv:** 6 columns and 243183 rows

**listings.csv:** 75 columns and 7566 rows

**Feature Engineering:**

**reviews.csv:**

* The columns that were not related to reviews were dropped (date, reviewer\_name)
* I convert the comments to lowercase, as it makes handling the data easier.
* The comments are in different languages, I then detected the language of every comment using a Python library: langdetect. Then, the comments that were in languages other than English were dropped from the data.
* Comments were in text format. So, I needed to find the sentiment of the comments as it gives a numerical score to the comment, which will simplify the model a bit. I chose not to perform tokenizing as there are already 75 columns in the listings dataset, and tokenizing comments would increase the number of features in the reviews dataset. Thereby, increasing the number of features to be considered will in turn increase the complexity of the model.
* I used the Python library vaderSentiment to determine the sentiment of the comment.
* Then, the cleaned data was sorted by listing ID, as it is the primary key. The values of sentiment are stored using vanilla Python, so I need the data frame to be sorted to prevent the wrong values from being stored in the wrong places.
* The comments column was dropped as it was in text format and I no longer needed it because I already had its sentiment.
* In case of any unforeseen circumstances, the final review dataset was stored as a CSV for future reference.

**listings.csv:**

* The columns which were not related to reviews were dropped (listing\_url, scrape\_id, last\_scraped, source, name, picture\_url, host\_id, host\_name, host\_url, host\_thumbnail\_url, host\_picture\_url, neighbourhood\_group\_cleansed, bathrooms, license, host\_location, host\_since, first\_review, last\_review, neighbourhood, neighbourhood\_cleansed, calendar\_updated, calendar\_last\_scraped, minimum\_minimum\_nights, maximum\_minimum\_nights, minimum\_maximum\_nights, maximum\_maximum\_nights, minimum\_nights\_avg\_ntm, maximum\_nights\_avg\_ntm, neighborhood\_overview, host\_about,host\_response\_time, host\_acceptance\_rate, host\_neighbourhood)
* Due to the high number of columns, I applied K-means clustering on the location (latitude and longitude) of the listing. This helped me cluster the locations and also reduce the number of columns by 1, as both latitude and longitude were dropped and only the location column was added.
* The host\_response\_rate was in percentage, so I removed the "%" symbol and converted it to a float.
* Since there were NaN values in a few columns, I used Imputer to fill in the NaN values.
* I compared Linear Imputer and kNN Imputer. The results of the comparison are as follows:

|  |  |  |  |
| --- | --- | --- | --- |
| **Labels** | **Actual Mean** | **Linear Imputer Mean** | **kNN Imputer Mean** |
| bedrooms | 1.524 | 1.516 | 1.513 |
| beds | 1.833 | 1.829 | 1.831 |
| host\_response\_rate | 94.378 | 92.578 | 86.094 |
| review\_scores\_rating | 4.603 | 4.596 | 4.629 |
| review\_scores\_accuracy | 4.777 | 4.71 | 4.731 |
| review\_scores\_cleanliness | 4.646 | 4.549 | 4.607 |
| review\_scores\_checkin | 4.829 | 4.779 | 4.793 |
| review\_scores\_communication | 4.844 | 4.793 | 4.808 |
| review\_scores\_location | 4.732 | 4.693 | 4.704 |
| review\_scores\_value | 4.615 | 4.537 | 4.578 |
| reviews\_per\_month | 1.319 | 1.308 | 1.406 |

I chose the Linear Imputer as its mean and the actual mean are very close whereas the kNN Imputer has distant mean values when compared with the Linear Imputer.

* The column "bathrooms\_text" was in text format; I needed it to be a numerical value to be able to compare it while performing feature selection. For this, I mapped the possible values of the data to a particular numerical value. Then, the "bathrooms\_text" column was dropped and a "bathrooms\_map" column was added, which had the mapped numeric values.
* The "price" column had the "$" symbol, so I removed the symbol and converted it to float for ease of usage.
* Few columns (host\_is\_superhost, host\_has\_profile\_pic, host\_identity\_verified, has\_availability, instant\_bookable) had values of "t" or "f," which signified "true" or "false". Since these were in text format, I mapped "t" to 1 and "f" to 0 and stored them in the data.
* Few columns (such as "host\_verifications" and "amenities") had data stored in text format. So, I removed the special characters except for the comma (,) and then split it with the delimiter to be a comma (,). The number of verifications required and the amenities available were stored in the data as "host\_verifications\_count" and "amenities\_count", respectively.
* The column "room\_type" was in text format; I needed it to be a numerical value to be able to compare it while performing feature selection. For this, I mapped the possible values of the data to a particular numerical value. Then, the "room\_type" column values were replaced with the map values.
* The "property\_type" column was not required, so I dropped it as well.

**Feature Selection:**

I selected the best features for the respective review scores using sklearn package’s SelectKBest method. It uses f\_regression as the scoring function. f\_regression gives f\_statistics and pvalue which are used by the SelectKBest method. I set the "k" parameter to 10 as I chose the 10 best features for each review score.

bestfeatures = SelectKBest(score\_func=f\_regression, k=10)

The SelectKBest method gives the feature label and its corresponding correlation score of "K" for the best features. In my case, it gives the 10 best features for each review score.

For example:

|  |  |
| --- | --- |
| **Feature Label** | **Correlation Score** |
| Sentiment | 6773.682638 |
| host\_response\_rate | 6431.843258 |
| amenities\_count | 263.548784 |
| host\_is\_superhost | 149.157935 |
| reviews\_per\_month | 120.950215 |
| number\_of\_reviews\_l30d | 78.696163 |
| number\_of\_reviews | 74.882495 |
| host\_identity\_verified | 72.692301 |
| number\_of\_reviews\_ltm | 44.521364 |
| instant\_bookable | 42.940935 |

The above table shows the 10 best features and their corresponding correlation scores for predicting the "review\_scores\_rating" field. Similarly, the remaining features also have their own 10 best features and the corresponding correlation values.

**Machine Learning Methodology:**

**Assumptions:** The seven review rating columns (accuracy, cleanliness, checkin, communication, location, value, and overall review rating) are not available for making predictions.

In order to find the feasibility of predicting individual ratings for accuracy, cleanliness, checkin, communication, location, value, and also the overall review rating, I have attempted the following regression models: Multiple Linear Regression Model, Logistic Regression Model, Lasso Regression Model with Polynomial Features, Ridge Regression Model with Polynomial Features, and Random Forest Regression Model. As a baseline model, I have used Dummy Regressor Model. Out of the above-mentioned models, the two best-performing ones are the Multiple Linear Regression Model and Random Forest Regression Model. I will be documenting the two best-performing regression models and the baseline model. The R2 score and RMSE value are used to evaluate the models.

**Baseline Model:**

I have used the Dummy Regressor model with mean strategy from the sklearn package as my baseline model. This regressor model makes predictions based on simple rules. It forms a baseline for the other models when comparing their performance.

**MODEL 1: Multiple Linear Regression Model:**

A multiple Regression Model is used to estimate the relationship between one independent variable and multiple dependent variables.

The formula which multiple regression follows is:

Wherein,

: dependent variable

: y-intercept

: slope of coefficient 1

: independent variable 1

In my case, the dependent variable is the one we are predicting and the best features are the independent variables.

First, I get the data for each feature, then split the data into train and test sets using sklearn package’s train\_test\_split. I split the data in an 80/20 split. The model was trained using the training data and then used to predict the values on the testing data. Finally, the RMSE and R2 scores were calculated and noted.

**MODEL 2: Random Forest Regression Model:**

Random Forest Model is a form of an ensemble regression model. In a random forest regression model, n decision trees are given a row sample and a feature sample with replacement from the original train data. Then, the decision tree becomes an expert on that sample data. So, when provided with test data, each of the decision tree predictions makes a prediction, and then a majority vote is taken if the data is a binary classification problem to choose the prediction that has the most votes. If all the decision trees give a continuous value, then in the majority voting stage, the mean of all the values is taken to make the final prediction. Usually, decision trees have low bias and high variance, which means that the training error is very low and the testing error is very high. But, in a random forest, the majority voting stage converts the high variance in testing data to a low variance prediction.

The data is split in an 80/20 fashion, with 80% of the data being training data and 20% of the data being testing data. In my case, we run a loop to get predictions for all of the review scores. Inside the loop, I create the random grid and then initialize the model. I apply a cross-validation of 3 to the model. Then I supply the model with my training data, and once the training is complete, I make predictions on the testing data and calculate the respective evaluation scores.

**Evaluation:**

In the final dataset, there are 41 columns and 7566 rows. All of the columns containing text were dropped. The review column was used to find the sentiment, which turned out to be one of the most important features. The description and neighborhood\_text columns had almost the same data, so they were dropped.

**Evaluation Metrics:**

As mentioned above I have used R2 Score and the RMSE value to evaluate the models.

As observed from table1, table 2, plot 1, and plot 2 (See Annexure), we can infer the following:

As observed from table 1, table 2, plot 1, and plot 2 (see Annexure), we can infer the following:

* For review\_scores\_rating, I got the R2 score and RMSE value to be 0.69 and 0.18 for the linear regression model and 0.75 and 0.09 for the random forest regression model. Looking at these values, we can state that it is feasible to predict review\_scores\_rating using both of our models.
* For review\_scores\_accuracy, I got the R2 score and RMSE value to be 0.51 and 0.15 for the linear regression model and 0.75 and 0.09 for the random forest regression model. Looking at these values, we can state that it is feasible to predict review\_scores\_accuracy using a random forest model but that it is not feasible to predict review\_scores\_accuracy using a linear regression model.
* For review\_scores\_cleanliness, I got the R2 score and RMSE value to be 0.57 and 0.28 for the linear regression model and 0.74 and 0.09 for the random forest regression model. Based on these values, we can conclude that predicting review\_scores\_cleanliness with a random forest model is feasible, but predicting review\_scores\_cleanliness with a linear regression model is not feasible.
* For review\_scores\_checkin, I got the R2 score and RMSE value to be 0.48 and 0.09 for the linear regression model and 0.74 and 0.09 for the random forest regression model. Looking at these values, we can state that it is feasible to predict review\_scores\_checkin using a random forest model but not using a linear regression model.
* For review\_scores\_communication, I got the R2 score and RMSE value to be 0.54 and 0.09 for the linear regression model and 0.74 and 0.09 for the random forest regression model. Based on these results, we can conclude that it is possible to predict review\_scores\_communication through communication using a random forest model but not a linear regression model.
* For review\_scores\_location, I got the R2 score and RMSE value to be 0.32 and 0.09 for the linear regression model and 0.75 and 0.09 for the random forest regression model. Looking at these values, we can state that it is feasible to predict review\_scores\_location using a random forest model, but it is not feasible to predict review\_scores\_location using a linear regression model.
* For review\_scores\_value, I got the R2 score and RMSE value to be 0.58 and 0.16 for the linear regression model and 0.74 and 0.09 for the random forest regression model. Looking at these values, we can state that it is feasible to predict review\_scores\_value using a random forest model but not using a linear regression model.

**Dummy Classifier:**

The R2 score and RMSE values for the Dummy Classifier as follows:

|  |  |  |
| --- | --- | --- |
| **Label** | **R2 Score** | **RMSE Value** |
| review\_scores\_rating | -0.0002461078555304752 | 0.6081281432450636 |
| review\_scores\_accuracy | -0.0002461078555304752 | 0.6081281432450636 |
| review\_scores\_cleanliness | -0.0002461078555304752 | 0.6081281432450636 |
| review\_scores\_checkin | -0.0002461078555304752 | 0.6081281432450636 |
| review\_scores\_communication | -0.0002461078555304752 | 0.6081281432450636 |
| review\_scores\_location | -0.0002461078555304752 | 0.6081281432450636 |
| review\_scores\_value | -0.0002461078555304752 | 0.6081281432450636 |

Table 3: R2 Score and RMSE Value of Dummy Classifier

It is clearly visible that Model 1 and Model 2 perform better than Dummy Classifier.

**QUESTION 2:**

**Don’t just Google for the answers to the questions below and do not use jargon you don’t fully understand. Read the lecture notes, think about your answers, and make sure to explain them in your own words.**

**i) Give two examples of situations when logistic regression would give inaccurate  
predictions. Explain your reasoning. [5 marks]**

Since logistic regression estimates are based on the linear decision boundary, they will give inaccurate predictions when there is no linear correlation between the target labels and the features.

Assuming there are two circular distributions of labels, where one has a larger radius than the other, logistic regression cannot predict circular separation.

Also, when there are outliers and leverage points, the decision boundary can be impacted by them. Thus, decreasing the prediction accuracy.

When the data is not linearly separable, then logistic regression will give inaccurate results as the decision boundary will sway due to the outliers.

As we can observe from the below plot:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJ4AAACKCAYAAABbwvP2AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAAEnQAABJ0Ad5mH3gAACN3SURBVHhe7X0JdFzVle2uWbNkjdZgSx5kS7bleZbBAwTMFIb8dDohgaysBoKbaX2G/NAkEPITQoCQxQLj/xPI73TSgYCBNIR2ABsMnmfZludBsmzZkixZ1qya3r/7vrpSSZZt2ZZKr0pv21dVqnqlusN+55x77rnnWm647S7twQeWIHlIIjTND4sF4lFDJMNisepPRDurjx/HP5Yvx+E9e5AQF4vFt9yCojlzoTmdgNUC1ROh7hMN/G6L+AfYRH01v/h+UW2f3yfqz1f1+vCZ/lN/djnQP8m/15dtFH9VE4UPgVcUZLtu++YPtGXLXkVKcjTbJUukwy8KO7vuTD1+9b9+jLLVa5Bhd8Db1gpbUiIefvFFjFkwT16r0JdD0hsoGnA8JDHELx5RrIEB4muqDBTO1ycXqpP6jGzG2bP1+MeKlWhqbpVv+MQPFg5QJBZ9MDV8tuLv2PHVF5iQGI9xDjumx8chrakJH/77/wPa3eKqTgQPdCgK68ixaBL1qKqrh5vjId7wcmxEIygAKYT7qhB8uFAh1PXq+/kYXILfEwq0x8L3bXmjCp4pLz+Kl3/zImpqajBixEgMGTJEflBK9AgEm+X3erHqHx/jxPbtGG91ItvjxRAxohbR8FrRzQtuvx2IitIvHgDUNTTgrQ/exSu/W4q3/usdrN2yAYkJccjOzBQWgFUUXQ2z0EQSP0Xh46UXfZw1+U//OxcvmuYTjz3/PRZpsol/0ixQFVVFwNrW1obt27YKqXcWf/qPP2LJkvuxccMG2MUtJ1kbKN0/29sS/DdCXXqqDwvBgRs7diw8fj9afF60CR3WIl6vF/0xIj8fiI7WLwwhRJWlNCD+tuIjvPjmqzjmq0NrhgObT+3BkqcfxZZ9JQFxGLgwMLhyfGXh80sr+t9gn1y48Bp5ubie/XehIq8RH+LT7oV/y1Y0ZeYzT//039DW0oxjQvIdKy/Dpk2bEBcXh1EjR8LldMiLLxfdvzSUpSfwZTlREBdk5+Tg1KkqlO7dj1qfD8e9HliGZeO7TzyOmNxh4kJx957vD/UxSCNZxNe5hTT+1bLfojHVhqY0O6pcLfAmOlBTXwuHzY6F04vhstjE1ZQuCqqefLz0ohOwt4Xo6fWupWMS1wNsYwqLnvn+Xd/F9dddg2iXC/v27hGDcQrr1q5FY2MjJk6cCKfDAZuQCD3/+fAqhH6ni8bb7ZgxazbyhIRLzh2OqYsW4pv334ekCeP0C2nJh4h4hCKfR9wA//nhuzhtb4M7wYYGWzt8Fj+aa+oxKmMYrp8zHy5NjEegHZ2P6rVLL3rv9K709PmeyoUgiDfxma/fchNSUxIxffp0ZGdn49Chg5J8O3bswOHDhzBu3HikpKRc9I+FF/TOsUdFI3tsPgqLi5E3bSqc6aniLTH8NiFRZHND12Ylv5xCqh09cQybdm2DKy4adqF13Gdb4K9swJJ/+j4m5xbCcY40UfUMjzHqIF50tAt2mxUFBWMxefIUVFRUoKysTJDwEDZu3IgcoZaGDRsmxoMiPlLAQRIkk2NFWRN47LjB+BjagZQGufiXI1T9oSNHsGtHCU5XnoKjxYeHv/0v+M6NdyAGTth6rFfo63u56CBeTIxLvkApkClmTldddRUaxMyKEu/EiUqsFao3WhjchYUFcAjVOzgQuoEM/hYK3KS4RFw992oUF81A8bjJeOjbP8AdxTcgFi4Iq1v+Oxehq++VooN4cbEueaMrdRofH4+5c+ciNTUVe/aUoqqqWkq+ysqTmDBhAhISEuR1kYHzDWLwY2hAS5pjwG+NtTsxMnMYJuePQ3ZSOqKEnBPW9nlqNDD1vVwI4k2SxItVEo8lQD6XmGxMmTIFeXkjcODAAZw8eRL79+8XRNyD0aNHS1JalSs9bBE8YMGFUI+hQZdvEzNvRUD+tOqUlL931jG4EOrR+BDEmyyId2MX4gXD7/dh1KhRmDfvKqFyT0gCHj9+HOvWrUN6err0hYU/ggcwuIQeHd/eQTqWzn9BV/RQwgcBiXd+4ulTdKtczZg3bx68Yqq/f78u/Ug+dhDJR+lowkRvcVHiKZBgsbGxmDlzlpx87N69G6dPn8aWLVtw7NgxMRsukOQ0YaI36DXxCKpdSraioiLpWKa9R7W7c+dO6fMbOXKkdLmYMHExdBCPfjzOKc5HPC4zBU8k6NebPXs26uvrcfDgQal66XJJSkpCfn6+vFZfvBaWCf+wCRNB6CAe/XgXIl538vD35ORk6e8jyehorqqqwpo1a9Da2opx48aJvxlrks5Ej+g18XoCpSBV76xZszB69Chh99HfV4Xt27dLNUy7Ly0tTV+UD8AkogniiohHErFwGY3qdeLEIhw5ckS6Xfbt2ycJOHz4cGn3KdV7oYgFE4MHV0S87hg6dCjmzJkrVS39fSQgXS4k5vjx4+B0mi4XEzr6jHic8VqtNhnHR38f7T+ucDDKZcOGDTLQlP6+uDjafabUCwcoA+lKhNH50GfEU2Si6qXdN2nSJLmsRpVL8pWWlkrf39ixBcjIyJDXmQgPGJp4CopQtOlIPLpc6Os7evSoLFS92dlZGDFihLzWJKBxwZHpr9Hpc+J1BwMJqHotVouQeLtQXV0j/X1ut1tGuZhLbcYFvRFyfZheCepdVfpAWPQ78YiYmBjMnDFD2H0p0s3CpTbafVVVp1BQUIiEhHjx3abdZzRQG3k9bjTWnoG/vR0OuwNw2ALk06+5XISEeGyAzWbFxImTZJgVycf1XQYbbN68WarkS11qY9uD0R/1HtzQcKriOJa9+BL+unQpPn//A5w+XoHxY8bAGhsT6HDV62o0ej8KISEeQYlGAnJPx8yZM4XKrRI2X5l0uTDAlI7m3NzhkqCsxYVsv+6kU+ivug820EPhbmrGr596CjtWrMAotxcJDQ0oWb8WrU2NKCqeA9jt4sqeCNO7UQgZ8QiSiYWulgULFsDpdMrZLlc7Vq9ejcbGJmn3RUdHiet6Vr2KdOeTeP1Z/8EC9v3eHTvwl9dfR350DEb7/MgQdl5ClBNHK45hzteuhSMllVcGOjxY4vVuBAbEsCL5GEzw8MMP4/nnn5eqtqmpCcuWLcOjjz6KvXv3ybtOIXjJzURo0NbcDKFQkWyzIdmvIU2QL12UmOZW+FtaxTtXdosPqEVvF+L661+/Ba+88op0uxCrVq3C448/LiTglx3kI1F7Qz49t5NJ0r4AN7s7oqNR396KJouGZpsFta2tSBqagdiModTHgSuJ3ks6hZCq2p5Asc7A0quvvlomD2KUS4Uwates+UpIxSEy+IAE1a/tuXZ6s7sTLtQtiSzEJyQgNj4O20pKUNfciEp3OxqTEnHnE48jsagoyMYL7ufe9/mAE09JMu5aKy6eJ/dxMKiUu9robK6trZOrIIx+5rW8WtqKfAwqOhT5AoKciUjEtfI7Ah3Uea0BIRunPx1wcAFAzGCL58/HiMJCzL5hMW6/7x4kz5gOOJyinoE+lv2qSu9hAInX+Y0Ohx1TpkyVkcyUfCqbwdGjR5CfPwapqSlyRSS4jufWl69Y4Pf6YWGuNXG9JJ/+pkSo29griJvE53ZD8/pgDUj4AQXHRdQjJiUFQ8WEL2VsAWzJKYIxom4knezmy+/JASceISWYLPpdxMnGtGnTZCaDw4cPi3JEOpwZYkVSErLd8hnRSSt/uxtrP12Jd974A9Z89DE8ZxswnG4ap94+YiDaeF5QigvbacU77+L9N/+A7V+tRZzLhfRhw9kxBqisqgAfde1h4c18hRUzBPF6AlUuJxwej0eSj+u9XGrjEhuJSVeMLi2Zq01It4Ce+vitt/G7Z3+O+t2laD94CNtWrkRbexsmTJ9GkRr4jDHAQfQ0NOKVZ5/FB6//X2jiBmvYfwhffvIpctKHIlOoOgij3jAQfaeT7sphWOIRDKFifB/XexnlQn8fU6hxfwc3HDHbASElpaj82epqvPSTnyBNTPnHxcQiz2rDELsNm3eVYPqc2Ygz2EYk3gT7tm/Hf/72FYyPT8B4uws5vDl8fpQe2I+rb7xBXyUYSJAQwaWP0Df07Scwvo+Tirvu+h5eeOHXMpSeqdPefvtt6QPk7jZ/x7Tegvqa02itqcFQIf2GtrUi19OOYR43YsVn6svLhYgJdgEYA6fFTRQv7Lo0txdDhcrNbm3DMNEme20tNNGGSIWhiUdQKpCAixZdg6VLl2Lx4sXytfXr12PJkiX44IO/wSsGjkhLS0diYhJaxAD6hRojKVmYbCgrO7ub78kYyMzMgsfn061U8YO+S2ZpTU1Lgz0qciN3DK1qu4PruQyxot2ncrmsXbcOHq8XecNzkSzswmihqrYJdewTs8RmQchq8bnZd34bhXfcDmEYwh+YwAxkO9VUiDZeSlIiKoX9ure0FDZR5zOizlXRLtzx8ENInjpZjFAkpYXrRFgRj6D0mjFjhpzhMqK5uqpabiri5GPSxCJMmTkLY0aNhl+QLGPUKCz6529h8vfuBOLjpGtFP3pB9wMOBDpIJwolt8Vux8yZM5CVM0zMvJ3IFrbrbQ89gKxFC4Ao+suMPiKXiZvvuEs7VdOgeYVuEv/DAj6fVz6uWfOVduNNN2k5OTna0Myh4vkN2taN6zXN7RYXidZ4xHVeFo/4XTz6feJTbOXAtVR9O2vCIn9jXVnYLI941SuKTxQ/r4wssEUsYSfxCOXvo9SbPWsWzpw5o+9qqzyBtes3IComBgVjxsDGoMXgdOWycaqF6jG0CP52vYifrBtFoEyHLop41MRrRnL99DXCknjihukYFIZYLVq0SGYpPRBIpbF+3XpJRoZYxcbF6wMrL1etG9hW8ttV6UC3zu/yXgQiTCVe11oyiIArHXkj8rCzZKew+6qwc9cu7Nu/X6bSoB9Qb5kqBoAy9sKhw/sBYUm8nsBN42OFep08ZYrczVZZWSnXe0tKSmRYfVZWlrzGcDCJF97EU2CI1fz58+Hz+aTdV15eLqObSTpKPy61GQom8SKDeFTDXEqbM2cOoqKisH//PlRXV2Pz5k0ypRqzGRgqcbhJvMggngLtPiaPHD9+vNzVxiMTdgm7j2k1SD5mM1DQI51DPIvkVw1S0hERSzyC5GPGAp5YxN1sVLs8OIY5/JhgiO9RBdM9E8muCyPisojHOGBOyrpH3RuNtsrtwqU2ql7afXv37pWqlyFWXMdl4AFVcvD1JvofvSIeB0ShvuEsPv78U/x5+dvYtGMrLA4bMtLTYLeqgz+MNXCKSMxiVVxcLPf1UuXybF6G1ldUHJOTDiYO57Um+UKDXhGPA8Hi9nrwwmu/xet//XeUNVRhR/k+fLRyBXJzhmF07kjxWf2fkaBIpLcBGDNmrHQsq/M66HrhWi/VLt0umpk8MiTotaqlcl23aQOee/1lxE/MgW9YHNypLrTafdizYyduum4xYu3R6LojYmBxruSySLsvNzc3kDj8jAyvp+2nEoePHp0vrzHRv7jwrU0NG9CyfqGCjooB8lo1tLmA01oz6mxtsKTEoKL2FGob6uETVl+wWjYyGD7//PO/xkMPPSSX3ZjL5amnnsJzzz0nkwqZ6F/0TqcILtmE+uF5+JrPD7/XB4fNATtsaGtsRUpSKhLidN/YuVLGuKA/74c//CGeffZZqWp5WuUbb7yBH/3oR/IIheCbKFxuqHDBJcxq/TIqtvzkcWwo2QLN60dLbQPcVQ14/Pv/illjp8AeIKhR0dNNQbU6ZsyYjl1tVLtMIM4Ti2jzUS3zc7T92DvhdGMZGRcmXrdfXE4XZk2fgRirE766FhSkDMcj370Pt8+/AdEWp5CAVljDcGC4V5drucxmwOhmSjuS8IsvvpC72uhw7tzVZqIvcHGJ1+2FGFc0phVNxi3XLMat19yICXljEAWqXSHphDoKR+IRVKWxsTHyrDZuMNq1a6ew9Wpl/r7a2lq5AqJ2tZm4PChjhY+9U7V8URUBq1CnTpsTTotdEo7qlTGM4Uo6gtKMbhRKOIbWU/3S2cxsBvT7MZ2aWmobkCW2cIZupaiMItJxfwk2Xifoq6PbRBV+pjefCyfQtuNqR01NtUwgGexyIQENGWJlNFC0BchRf+Ik9m3egsbqaiTHxV0e8QYDKM2YzWD+/AUydx8DDdSZHcFLbWq2a0q/c8GusYhJ6KYvPscvH3sMG97+K9Z/8DeUrF9vEu9CIJlILi61kYTc1UbyccbLVQ9mM0hMTOy41kRX0BFQdawCP/ufj8BZcxpFzhhkahbUnDhuEu9CUGSiy4XruQUFY7uc1UYbkP4/RrpwZmyiK+hZ27VxM9Yvfw9F0XHIb/VgqE9DnNPJqaiJntBdgpF8CxcuktkMvvGNb0gb76uvvpIrH++88448t4NqVxUTOmzcy+zzwSLME4f4nQUejynxLgUkI5fXqHo5+1XZDJhOo6m5CePHjZeuGFPt6uDtFyP6aauwi+uqT8Fl03DW78Gh1iaTeJcKSjNmM2CWUq5s0M0iz2oT9t+hQ4elSk5JSQlcPbhBLkXHxmFc4VhUVJ7AcUG+FpcT465ZFJ6ZBIwEMcvVbr31Vi0rK0vLyMjQrrvuOu3zzz/XhOrVxOxXlkELNp2FKRMaGrUze0u1tqOHNa2+PjwzCRgFojuRk5Mjj8dnhqcDB7i340THrrbCwsKOXW2DU/0GHHlc1HI6ECXMFPuQJPicLlPVXgkUmRjlQvLR7uNMl9HN9PdxVxvJx6U2XkuiDh4C0oknHmRz9VUe+dRqg1WzmMTrK3DWy3PaGOcXfEYviRi8q21wST41u2ebxXP5q95+k3h9CKrXUaNGyaU2Eo/LbMzfzPS5TKORl5c3iKObyToWMsyUeP0C7mqbO3eu7ExKP5lAcu1aGXI1OM/oDWIVSWaq2r6HUqXc1cZ9HVxS4wHRDKdniBXtP4ZYGSqbQb/DJF5IoWa2EyYUSZXLGS+dztzVxtx+PCKfoVicdBCRZ/+p9gS3i89N4vU7aNPRtmPuZh6XQAJyvZezXtp9I0bQ7pMLSRKRQz7VDp1oEtLE01dpTeKFCIzjU0ttzN9Cu48bynlGL2fDjIKJTImn2iQeJfH0303ihQhUp1xqmz17loxmUfF9VLuc/TLiWU8gGcEwiTdwYPhUYWGBlHJUuYzr4+YitauNajliHc2RQjzdJA+POpNIikycUGRlZUvV29jYINNoMIsVXS5UuZR+hksg2ReIFOKxrj3VN1xmiXS1zJt3lQylYnSzWmqj64W5/fg6NxZFTC4XRTwxPpGjarmTiYSTjZOvGJ54BLPVU+1SxXI3G1Oo8Yze8vIyeUYvTymXZ/SGQVsuBp13oh3iSdgSj43wCrLV1NXhwJGD0KyaUFMu2HhGBAkoGhMOg8U6klhUr3Q4k3hUvbT7KP24CsL130gJrQ974rm9bvz53b/gp798Gm999A4+/OTvaDhbL5eknE490WI4SQnWlRuKFixYgJaWFkk8Tjw2btwod7WRfDExA3yEaB8g7Im3ZvN6/PyVX8GVlQhHThJ8cXZ8uWYNEoVqmlQ4sWNzefhQTwcnF5R8TBTJyBZmMdi6dStOnTop7L5JYZ/NIGyJxzx9PmFw//GDv2DXmTL4hsfjuKsVLQk2uDUfTp44iZu/dgNirc6wI50CZ7STJ0+WUo5nddDfRxIyzIobzTMzh4qxCs+lNkW8sDUcfKLT2zUvPA7IfH2NVg/a7BrcVj8sRjpO/TLBAbr22mvx6quv4uabb5K/c1cbD4h+7733ZaRLOCPsJB7jWJm7xeP34r+/+ExMC23wMXFLqweNh0/iX27/DuYVTocTKidz+IISjRuHaPeReLT7eGLRqlWrJPEYYMoomHCCknhha+MNFepGTPWwfu161FRWQatvxd03/g/c+827kGiLgSPMtwyr1Qs+cn2Xfj2qWapcBhvQ5cJUaiRf8FKb+pxRoYgXtrvMuHGpVfwsrTyqfbBlpbbheKl2RrzSpnlFW/TzbCMFwTvVxCxXu/nmm+WOtrS0NG3x4sXa6tWrNSEBA1cYFx3tEGQLW4nHetrFz+S4JIzJykNOQrr83SFUrD6jDZeWXBzBEowJJLmxqLW1FYcPH5IuFy61cUJC6Wf0pbawV7UKqs6U3p0nbYRbK3oPDhyX2uhycTpdMsqFIVbc10H/HwNPo6MZYmVMUyNyiCdL13+RDq7fRkVFy6OymDRIpdJgiBWJWFBQKJ3RQqnpA20gRAzxBiOUNFNLbVOnTpVh9ZzxkoSUfhkZ6Rg2bLjhdrWZxIsgMLCUdl9zc7OMbuasl3YfSWe0M3pN4kUY6M9j1nraf1zhYLABs1jV1dVK8hllV5tJvAgEd7XR38dACUY3U/Xu2bMX27Ztw8iRI2Wel2AMhA1oEi9CQfIxtm/WrFlS5TLEins6GGLF3H55ebkyBpAINekIk3gRDi61zZ8/Xz5ndDNJyLXe9na3zO03UNkMTOINApBcjG6m05kp1KqqquXBMceOVcgcLySnqWpN9Dk4yJzR0u6jlFObipjPhT4/2nzDh/OMXtp6oXE4m8QbZODJ5NzVduZM5xm93FDOWfCIESNDpnpN4g1C0KXC1Q5uLN+zpxQ1Naflft4zZ+pkfpdQ7GoziTfIQHVKkFxc5x0+XA+xYnQzQ+vpfmGQAWe+JIckSD/gosTzi4pyxyAjPTziSmEFwKd13g0mQcMLikyqcHLBHH60+Wj7sdDlwsyl9PlxOU6RVZKljyD/Vnfi6W/odwcv2LBtC978y5/x/oqPcfj4MWRkZiI+Nl6GWJrEC2+QWNw6qUKsuLeDIVZr1qyRfj6uAXPjkUJfka9H4jGCnH9e0/zYvHMHHn3237C78gjKW2qwpmQTSvfsxoKrr0aMXVxrUs8woD6ibJJ72sW4cGR6MzoUMFxqY+pc7mpjVDN3tW3evEmo4Cqpkvs6i1WPxONr/AqPx4uf/eaXOGFvhmVkEprSrLCnRWN3yQ4MH5qJiaPHy6BLE0aABq+gXH1zI+pbmqAJ6WG3idHRqFIDl5wHilB0ufBAwPHjx3UkkKTTmUTMz8+XQQi8ti9UryJej9MXHpNZfqIC3igrGhwe1Dva0eTywhdtwb4jB0QzeW8NMrDP9X43APTKcAZ6trUJS//4e3zngR/g9vvvxL0/eQRbD+yGT4zvpYwSI1kWLbpG7mq7/vrrpbql2l2yZAmWL18uz2ojaa6EdMHokXj06WRnZaOtqQU2n7gjYIPm9sHv9QvDc1RAmA8yGKbJiv1CvYo6vb/iQ7z8p2U46WxCY44NX5zYjkeeexIHq4/Bdwl3ipJmlHAvvfQS7rnnHjkD5qTjySefxLJly3D27Fl5TV+gR1VL0ZuSmY4PP/lvnKqpQmtjE86Un8TXJhbjwe/di0R7jDwSPlLhFzZum9eNA2WHUSYmVc4oF6INlbFTJ0lLeyt+8cqLcCc7YM1JQFOsH44EFyoPHUNa3BDMLJrS6912wW1jqoxp06ZJpzMjmhlitXXrFpSVHZWh9XS5XC6Uqj2vOyUzIwtFhRMQ5bUiIyoB35x/Ex6/+0EMi82QpItU2tFMr6w6hZ+/8Bx+87vX8P4nf8enn3+G5NQUjMrNk3t6jYLGlhb86cN30RAPNMUADdY2+r/QXteIwtxRWDB1rtRWlwNl97GoM3pLS/egpKRERrhw/fdyEgnpBA9Kvh0XG3CnyJ98tGBYRjbmz56LxfMW4qqJM5HuSpLnjUaurAOahRR54dWX8emmr5AwNhNRWUlogRurv1yNq2bOQWqi7mAdWAhDX/x0CJNoY8k27Czbj/iURFjtVvib2tBWUYf7vvV9FGaPvqL9xVS/WVmZckM5Vzf27t0nCcilNqphHo9/KaH1Hf0WLPFilR9P/tTBKrPiUVanvm1QvBuRpNM1l2x8ZV01Xv7DUlhy4lGXpqEuxg0tzoGa2tMoyMzDlDFF4kJ+YKDIp5NOd5tY5EL/lvUbUXWkAu7TDUBNC+65+Tu4+5Z/QnRg1C4XJAoXDOhy4TovScZZLxNHMrSe/j+udpCEl4rzEo+PLDrZ9DJQXR1KNIhZ4tt/fx+eRDuaEjQ0Wtpht9rRUnMW10yai6n5EwJXDmRv6KTjfCBlyBDML74KRaMLMGPcZNx167fwz9ffhnhLtCAdN3xeeT1JQE4458zRl9qYQJK72uhuoQ1Iu4/O6EvBBSXeYITdbsPR8jJsLy2BNd4Fu8WG9qpGDPFF4eFv34P0+CFSCgwkOEayCELQ5kyKTURB3mhMHjMBIzNyEW1xwiJIyeXOvhQXbDdnvZx4UOVyuY3E41qvfmBMdofddzFzxCQeEdRop9yZVYhy0ak7d+3E2ZO1yI5KxY/vfQRzx01FlKXzMBQjgFXnUHMKQac+ZZzUUIIkfUk6BRKKDmWG1re3t+PgQX1PL1UvwY1FvQmxsjB3yu//z6tIT9UT/g1K4ilI000Pjqh3N2HPsYNo9bRjRE4eMuJTESWG1WjJgLpam/xNof9HksR78803sXTpUmn30el855134sEHH5Sz3vNCVNOUeMGQjdfVU5TNiezkDOSlZSPZFQ+7YCPVrtH6p2fSEf1fU042GNnMwhArSj4utdHlwqSS3cmngk8Ik3jnhZpQBasuIyO4dqGpqVrtYBoNql4Sj1sq1VlttPl4aAx3vinCGZp4wXcGoX5XDQ1+r7/Ab9Bpx3/G6JeLI7Q15TiouD1uHOKGcr7GWS93tX355Wq0tbXLqGdKR0Y9qYmZYSXehYgWCuKZ6D04HixcaiPJ0tJS5YYiLrVxUxGjnOnv4/4OgxGvq30ieeXX4GlswumK49Da2+CKjoFF3F0M9wkT8TPoQEFBycbE4dzZplLn0u7jxKO4eJ5Uu4QBiKcHMfJRfTcbsHPjJrz81E+x/He/x8rl76HxVJW4aybAHhOtV9Ikn+GgJB/BFZWFCxeivv6M3Fz02GOPdXEyG0riqe8+cbQM//vRx4CyCuSItxKEnXCgZCe0qCgUCFEOZnU3iWd4cKmNk45FixbJCUiwiWQIpxSr01EloWJ3rd+I5kNlGA8bJnr8mOq3oFAQcPs/Pgaaz1IkBi42cT4o+5jg8+DfQwUSTc/XkteFdIRBvKFBlRL94/f4wONRYsTzGPE8xutDLK9xt4v3/bIMREeGGxg1bFQYgHiKdHwURUwgioQ6daYk45TXi1PiTqkWBmlFWysmzS0G4hPkNd3vIBNd0Sb6i+dhrFq1UvaV0frLQBIvUIQgG54/Gg88+WM0JyWitLUZpe425F+zCLffd6+w7/QqU94FFxNdQbcFtyzef/8SbNmy2XgaQp1zwRMIDHXOhcente0/rJWtWKnVb9yiabV1ooI83YLF31Hf4GKiEy0tzdprr70m78sJEyZoa9euNdRZGAaReD3AboUrfyRyr12IxJnTACH9AgJRLuIrSacKoR5NiD4SkzQxvvI5E3Lfe++9Mim3UWA44nXRCNS+sobiRQaYCSilbARwYNXgGg0845bRI3TYcpKRnDwEn3zyCRobG8+p90C0o4N46mv5OJBdeY4NHJBynW90rp0GF0I9hgq6wS5qdxmDpvr5UsulgNkBfvGLX2DmzBmYN+8q3H333WhoaJCEJBTZ1OQjlOSzjb2AAznUA9kzdKLptVE1OrdmA1VXzefFgd078eHbb2HdxyvQUn1a7km2RUfpTOmhYlc6vL1pq9frlWFJDEu32x347LPPcNttt8mDVygF1dKVmu2SdKGc+QqJx27o7Irg3660g/oO7JDg0tMrIURQJ+3YuAlP/+sD+OyNP2DXe+/hP372LF5/+hngbKO45tweDO7byymEerwQrFaLzHtCQnHlgCFKPp9PEu58O8P6ReIFVz7oz+sWlBi5fvjKiEebUFnv/+nPyGhqwyx7FObZHCh2OLHvvz7C/lWfi04duF6lO4XHyFPqUeU+8cQTMnpEf0+/VUMp4YLBXgnYeHq4t5gIyb5i0Z+L183SpUipEOgj2kvHy8owxGpHsseH9DYP0j1exLS3oXzfPggRo3fvAIDSjnsfrFYbkpKS5LJVYmLSeaUdSdgvROSfDC4BdEwuCNGX3Yraw2mWLkV0IEt0bCxS0tLQ4vbALwaYA8f0F5rdiqzcHI6muHpgwcxRMTFxiI9LCEi8zjrxJhqYouH/A7Htjk+jpEcQAAAAAElFTkSuQmCC)

In the upper segment, the green dot will sway the decision boundary, and in the lower segment, the red dots will sway the decision boundary.

**ii) Discuss some advantages and disadvantages of a kNN classifier vs an MLP neural  
net classifier. Explain your reasoning. [5 marks]**

When compared to an MLP neural network classifier, kNN is fairly simple and only requires tuning of one hyperparameter (k), whereas neural networks require training of multiple hyperparameters.

For a kNN classifier, the k value should be wisely selected.

An MLP neural network classifier requires a large number of training data to achieve adequate accuracy when compared to a kNN classifier.

kNN takes less time to train the data when compared to an MLP neural network classifier. If you have a large number of data points, then the evaluation time of the kNN model is much larger than that of the MLP neural network model.

One does not need to train an MLP neural network classifier again and again before making predictions, whereas a kNN classifier needs to be trained before making predictions.

Once an MLP neural network classifier is trained on one task, its parameters can be used as a good initializer for another similar task. This is known as "transfer learning." Transfer learning cannot be achieved with kNN.

**iii) In k-fold cross-validation a dataset is resampled multiple times. What is the  
the idea behind this resampling i.e. why does resampling allow us to evaluate the  
generalization performance of a machine learning model. Why are k = 5 or  
k = 10 often suggested as good choices? [10 marks]**

In k-fold cross-validation, we divide the data into k equal parts and use one part as test data and the rest as training data. We repeat the process until all k parts are considered test data. We calculate the theta for each case. Then we obtain k estimates of J (theta) and use them to calculate the average and spread values.

The common choices of k are 5 or 10, as when k=5, it corresponds to an 80/20 split as 1 out of the 5 equal parts is considered to be the test data. When k = 10, it corresponds to a 90/10 split, as 1 out of 10 equal parts is considered to be the test data.

Each of the test sets has n/k points, where n is the total number of data points and k is the number of folds. We average over these sets to calculate our prediction accuracy. Averaging smoothes out the noise in the data if n/k is large enough, which means k is small enough.

We want to maximize the data used to train the model in order to learn the representative parameter values since fluctuations do not occur due to inadequate training. So, the k value should be large enough, as we want (k-1)/n to be large.

We also need to be mindful of the fact that as the k value increases, the computation time increases as well, since we have to fit the model k times.

Therefore, k = 5 or k = 10 is a reasonable compromise value, but sometimes we do need to use other values.

**iv) Discuss how lagged output values can be used to construct features for time  
series data. Illustrate with a small example. [5 marks]**

The dataset for a time series would only include recorded values and time values. Any machine learning approach cannot exploit this. Datasets may be feature engineered in a variety of ways, such as by adding X features and a Y output variable that can be utilized in a forecasting model. One such method of developing new features is the latency feature. Here, the values that were recorded are transferred to a future time. The program will let you choose the shift size. Therefore, the recorded values from the previous time step make up the new time value. This approach is predicated on the idea that historical values and the values we are attempting to anticipate will be somewhat correlated.

Example:The weather prediction is a key factor, along with other domain-specific variables, in my ability to predict whether team A will win the upcoming football game. In order to anticipate the weather on match day, I can also utilize weather data from prior matches that may be used with lag when creating the prediction model.

**Annexure:**

|  |  |  |
| --- | --- | --- |
| **Label** | **Model 1(Linear Regression)** | **Model 2(Random Forest)** |
| review\_scores\_rating | 0.691463021 | 0.747000757 |
| review\_scores\_accuracy | 0.509081549 | 0.747973203 |
| review\_scores\_cleanliness | 0.573358987 | 0.744565645 |
| review\_scores\_checkin | 0.482384728 | 0.744421076 |
| review\_scores\_communication | 0.53665603 | 0.743058509 |
| review\_scores\_location | 0.315557185 | 0.746459267 |
| review\_scores\_value | 0.580569656 | 0.744212421 |

**Table 1: R2 Score Values for both the models**

**Plot 1: Comparison of R2 Score of both models**

|  |  |  |
| --- | --- | --- |
| **Label** | **Model 1(Linear Regression)** | **Model 2(Random Forest)** |
| review\_scores\_rating | 0.183657773 | 0.093541118 |
| review\_scores\_accuracy | 0.145286575 | 0.093181577 |
| review\_scores\_cleanliness | 0.27869242 | 0.094441449 |
| review\_scores\_checkin | 0.091446886 | 0.094494901 |
| review\_scores\_communication | 0.093473282 | 0.094998681 |
| review\_scores\_location | 0.097345105 | 0.093741322 |
| review\_scores\_value | 0.160790656 | 0.094572046 |
|  |  |  |

**Table 2: RMSE Values for both models**

**Plot 2: Comparison of RMSE Score of both models**

**APPENDIX:**

**Feature Selection:**

# install libraries:

!pip install langdetect vaderSentiment miceforest missingpy

# Imports:

import pandas as pd

from langdetect import detect

import seaborn as sns

import numpy as np

import matplotlib.pyplot as plt

from sklearn.cluster import KMeans

import seaborn as sns; sns.set()

import csv

## FEATURE ENGINEERING:

#### REVIEW DATA:

# Imports:

import numpy as np

import pandas as pd

import matplotlib.pyplot as plt

from sklearn.svm import LinearSVC

from sklearn.model\_selection import train\_test\_split

import seaborn as sns

from sklearn.model\_selection import cross\_val\_predict

from sklearn.linear\_model import LogisticRegression

import matplotlib.patches as mpatches

from vaderSentiment.vaderSentiment import SentimentIntensityAnalyzer

import csv

# Reading the reviews and storing them in a dataframe

df\_reviews = pd.read\_csv('reviews.csv')

print(df\_reviews.info())

df\_clean\_reviews = df\_reviews.drop(["date", "reviewer\_name"], axis=1)

print(df\_clean\_reviews.info())

df\_clean\_reviews['comments'] = df\_clean\_reviews['comments'].str.lower()

print(df\_clean\_reviews.info())

# Get language of the reviews

def get\_language(x):

try:

return detect(x)

except:

return 'unknown'

df\_clean\_reviews['Language'] = df\_clean\_reviews['comments'].apply(get\_language)

df\_clean\_reviews.head()

# Dropping the reviews which are not in english and then dropping the column 'Language'

df\_clean\_reviews = df\_clean\_reviews[df\_clean\_reviews["Language"] == "en"].drop(["Language"], axis=1)

df\_clean\_reviews.info()

# saving the cleaned reviews for future use

df\_clean\_reviews.to\_csv('clean\_review.csv',index = False)

# Reading the cleaned reviews from csv

df\_clean\_reviews=pd.read\_csv('clean\_review.csv')

df\_clean\_reviews.info()

# Getting the comments to use for sentiment analysis

comments=df\_clean\_reviews['comments']

comments.head()

# Get sentiment of each comment

sentiment\_score=[]

sentimentAnalyzer=SentimentIntensityAnalyzer()

count=0

for comment in comments:

sentiment\_value\_from\_analyzer=sentimentAnalyzer.polarity\_scores(comment)

count+=1

sentiment\_score.append(sentiment\_value\_from\_analyzer['compound'])

print(f'The total number of sentiments acquired: {count}')

# Storing the sentiment acquired before into the dataframe

df\_clean\_reviews['sentiment\_score']=sentiment\_score

df\_clean\_reviews.info()

# saving the cleaned reviews with Sentiment for future use

df\_clean\_reviews.to\_csv('clean\_review.csv',index = False)

# Reading the cleaned reviews with Sentiment from csv

df\_clean\_reviews=pd.read\_csv('clean\_review.csv')

df\_clean\_reviews.info()

# Sorting the cleaned data by listing id as it is the primary key

# The values of sentiment will be stored using vanilla python, so

# we need the dataframe to be sorted to prevent wrong values at wrong places.

df\_clean\_reviews=df\_clean\_reviews.sort\_values('listing\_id')

df\_clean\_reviews.info()

# Storing the sentiment in a list to later add in the final dataframe for reviews

listing\_id=df\_clean\_reviews.loc[:,'listing\_id']

sentiment=df\_clean\_reviews.loc[:,'sentiment\_score']

new\_sentiment=[]

new\_id=[]

idx=0

i=0

while(i<listing\_id.size):

count=0

sum=0

id=listing\_id[i]

new\_id.append(id)

while(i<listing\_id.size and listing\_id[i]==id):

count+=1

sum+=sentiment[i]

i+=1

print(str(id)+" count: "+str(count))

new\_sentiment.append(round((sum/count),5))

print("ID: "+str(new\_id[idx])+" SENTIMENT: "+str(new\_sentiment[idx])+" SUM: "+str(sum))

print('-----------------------------------')

idx+=1

# Storing the comments in a list to later add in the final dataframe for reviews

listing\_id=df\_clean\_reviews.loc[:,'listing\_id']

comments=df\_clean\_reviews.loc[:,'comments']

new\_comments=[]

temp\_id=[]

idx=0

i=0

while(i<listing\_id.size):

count=0

all\_comments=""

id=listing\_id[i]

temp\_id.append(id)

while(i<listing\_id.size and listing\_id[i]==id):

count+=1

all\_comments+=comments[i]

i+=1

print(str(id)+" Count: "+str(count))

new\_comments.append(all\_comments)

print("ID: "+str(temp\_id[idx])+" LENGTH: "+str(len(all\_comments)))

print('-----------------------------------')

idx+=1

# Creating the final dataframe for reviews

print(len(new\_sentiment),len(new\_id),len(new\_comments))

df\_final\_reviews=pd.DataFrame({'id':new\_id, 'comments':new\_comments, 'sentiment':new\_sentiment})

df\_final\_reviews.shape

# Storing the final dataframe for reviews to csv

df\_final\_reviews.to\_csv('reviews\_final',index=False)

df\_final\_reviews=pd.read\_csv('reviews\_final')

df\_final\_reviews.shape

#### LISTING DATA:

# Imports:

from sklearn.experimental import enable\_iterative\_imputer

from sklearn.impute import IterativeImputer

from sklearn.linear\_model import LinearRegression

from sklearn.impute import KNNImputer

df\_listing = pd.read\_csv('listings.csv')

df\_listing.info()

# Dropping useless data

df\_listing = df\_listing.drop(["listing\_url", "scrape\_id", "last\_scraped", "source", "name", "picture\_url", "host\_id", "host\_name", "host\_url",

"host\_thumbnail\_url", "host\_picture\_url", "neighbourhood\_group\_cleansed", "bathrooms", "license", "host\_location", "host\_since", "first\_review", "last\_review",'neighbourhood', 'neighbourhood\_cleansed',

'calendar\_updated', 'calendar\_last\_scraped','minimum\_minimum\_nights', 'maximum\_minimum\_nights', 'minimum\_maximum\_nights',

'maximum\_maximum\_nights', 'minimum\_nights\_avg\_ntm', 'maximum\_nights\_avg\_ntm','neighborhood\_overview', 'host\_about',

'host\_response\_time', 'host\_acceptance\_rate', 'host\_neighbourhood','description'], axis=1)

df\_listing.info()

df\_listing.columns.size

# Adding latitude and longitude columns to X

location=df\_listing.loc[:,['id','latitude','longitude']]

df\_listing=df\_listing.drop(['latitude','longitude'],axis=1)

location.head()

k\_means=KMeans(n\_clusters=7,init="k-means++")

# compute k-means clustering on X

k\_means.fit(location[location.columns[1:3]])

location['cluster\_labels']=k\_means.fit\_predict(location[location.columns[1:3]])

# Find the coordinates of the center of cluster

centers=k\_means.cluster\_centers\_

labels=k\_means.predict(location[location.columns[1:3]])

location.head(10)

location.plot.scatter(x = 'latitude', y = 'longitude', c=labels, s=50, cmap='viridis')

plt.scatter(centers[:, 0], centers[:, 1], c='black', s=200, alpha=0.5)

location=location.drop(['latitude','longitude'],axis=1)

df\_listing=df\_listing.merge(location,left\_on='id',right\_on='id')

print(df\_listing.head())

print(df\_listing.info())

# Making sure the host\_response\_rate column to have no symbols and is of type float

df\_listing['host\_response\_rate'] = df\_listing['host\_response\_rate'].str.replace('%', '')

df\_listing['host\_response\_rate'] = df\_listing['host\_response\_rate'].astype(float)

df\_temporary=df\_listing[['bedrooms','beds','host\_response\_rate','review\_scores\_rating','review\_scores\_accuracy','review\_scores\_cleanliness','review\_scores\_checkin','review\_scores\_communication','review\_scores\_location','review\_scores\_value','reviews\_per\_month']]

# To fix the mmissing values

linear\_regression = LinearRegression()

iterative\_imputer = IterativeImputer(estimator=linear\_regression,missing\_values=np.nan, max\_iter=100, verbose=2, imputation\_order='roman',random\_state=0)

imputed\_data\_iterative=iterative\_imputer.fit\_transform(df\_temporary)

imputed\_data\_iterative = pd.DataFrame(imputed\_data\_iterative)

knn\_imputer = KNNImputer(n\_neighbors=2)

imputed\_data\_knn = knn\_imputer.fit\_transform(df\_temporary)

imputed\_data\_knn = pd.DataFrame(imputed\_data\_knn)

listing\_data\_labels = ['bedrooms','beds','host\_response\_rate','review\_scores\_rating','review\_scores\_accuracy','review\_scores\_cleanliness','review\_scores\_checkin','review\_scores\_communication','review\_scores\_location','review\_scores\_value','reviews\_per\_month']

i=0

for listing\_data\_label in listing\_data\_labels:

mean\_value1=round(df\_temporary[listing\_data\_label].mean(),3)

mean\_value2=round(imputed\_data\_iterative[i].mean(),3)

mean\_value3=round(imputed\_data\_knn[i].mean(),3)

i+=1

print(mean\_value1,mean\_value2,mean\_value3)

fig, ax = plt.subplots(figsize=(10,6))

sns.distplot(imputed\_data\_iterative[7])

fig, ax = plt.subplots(figsize=(10,6))

sns.distplot(imputed\_data\_knn[7])

fig, ax = plt.subplots(figsize=(10,6))

sns.distplot(df\_temporary.review\_scores\_value)

# Store the iterative imputed data in df\_temporary

i=0

for listing\_data\_label in listing\_data\_labels:

df\_temporary[listing\_data\_label]=imputed\_data\_iterative[i]

i+=1

df\_temporary

# Storing df\_temporary in df\_listing

for listing\_data\_label in listing\_data\_labels:

df\_listing[listing\_data\_label]=df\_temporary[listing\_data\_label]

df\_listing.info()

# Converting number of bathrooms to number

bathrooms=df\_listing.loc[:,['id','bathrooms\_text']]

bathrooms\_text\_map = {'0 shared baths':1,

'0 baths': 1,

'Shared half-bath': 2,

'Half-bath':3,

'Private half-bath':4,

'1 shared bath':5,

'1 bath': 6,

'1 private bath': 7,

'1.5 baths': 9,

'1.5 shared baths': 8,

'2 shared baths':10,

'2 baths':11,

'2.5 shared baths': 12,

'2.5 baths': 13,

'3 shared baths': 14,

'3 baths': 15,

'3.5 shared baths': 16,

'3.5 baths': 17,

'4 shared baths': 18,

'4 baths': 19,

'4.5 baths': 20,

'5 baths': 21,

'5.5 baths': 22,

'6 shared baths': 23,

'6 baths': 24,

'6.5 baths': 25,

'7 baths': 26,

'7.5 baths': 27,

'8 baths': 28,

'8.5 baths': 29,

'9.5 baths': 30}

bathrooms['bathroom\_map'] = bathrooms.bathrooms\_text.map(bathrooms\_text\_map)

bathrooms.head()

df\_listing = df\_listing.drop(['bathrooms\_text'], axis=1).merge(bathrooms, left\_on='id', right\_on='id')

df\_listing['bathroom\_map'] = df\_listing['bathroom\_map'].fillna(6)

df\_listing = df\_listing.drop(['bathrooms\_text'], axis=1)

df\_listing.info()

# Storing final listings as csv

df\_listing.to\_csv('final\_listing.csv',index = False)

final\_listing = pd.read\_csv('final\_listing.csv')

final\_listing.shape

df\_final\_listings = pd.read\_csv('final\_listing.csv')

# Making sure all the required columns are in their correct format.

df\_final\_listings['price'] = df\_final\_listings['price'].str.replace('$', '')

df\_final\_listings['price'] = df\_final\_listings['price'].str.replace(',', '')

df\_final\_listings['price'] = df\_final\_listings['price'].astype(float)

df\_final\_listings['host\_is\_superhost'] = df\_final\_listings['host\_is\_superhost'].map({'t': 1, 'f': 0})

df\_final\_listings['host\_has\_profile\_pic'] = df\_final\_listings['host\_has\_profile\_pic'].map({'t': 1, 'f': 0})

df\_final\_listings['host\_identity\_verified'] = df\_final\_listings['host\_identity\_verified'].map({'t': 1, 'f': 0})

df\_final\_listings['has\_availability'] = df\_final\_listings['has\_availability'].map({'t': 1, 'f': 0})

df\_final\_listings['instant\_bookable'] = df\_final\_listings['instant\_bookable'].map({'t': 1, 'f': 0})

# Merging the df\_final\_listings and df\_final\_reviews

df\_final = pd.merge(df\_final\_listings,df\_final\_reviews,left\_on='id',right\_on='id',how='left')

print(df\_final.shape)

print(df\_final.info())

def number\_of\_items(content):

return len(content.split(','))

def punctuation\_processing(content):

return str(content).translate(str.maketrans('', '', '!"#$%&\'()\*+-./:;<=>?@[\]^\_`{|}~\\'))

df\_temp=df\_final\_listings.loc[:,['id','host\_verifications']]

df\_temp['host\_verifications'] = df\_temp['host\_verifications'].apply(lambda content: punctuation\_processing(content=content))

df\_temp['host\_verifications\_count'] = df\_temp['host\_verifications'].apply(lambda content: number\_of\_items(content=content))

df\_temp = df\_temp.drop(['host\_verifications'], axis=1)

df\_final = df\_final.merge(df\_temp, left\_on='id', right\_on='id')

df\_final = df\_final.drop(['host\_verifications'], axis=1)

df\_final.info()

df\_temp=df\_final\_listings.loc[:,['id','amenities']]

df\_temp['amenities'] = df\_temp['amenities'].apply(lambda content: punctuation\_processing(content=content))

df\_temp['amenities\_count'] = df\_temp['amenities'].apply(lambda content: number\_of\_items(content=content))

df\_temp = df\_temp.drop(['amenities'], axis=1)

df\_final = df\_final.merge(df\_temp, left\_on='id', right\_on='id',how='left')

df\_final = df\_final.drop(['amenities'], axis=1)

df\_final.info()

# df\_final=df\_final.drop(['description'],axis=1)

df\_final['room\_type'] = df\_final['room\_type'].map({'Shared room': 1, 'Hotel room': 2, 'Private room': 3, 'Entire home/apt': 4})

df\_final = df\_final.drop(['property\_type'],axis=1)

df\_final.to\_csv('final\_dataset.csv')

df\_final.info()

## FEATURE SELECTION:

df\_final=pd.read\_csv('FinalDataset.csv')

from sklearn.feature\_selection import SelectKBest

from sklearn.feature\_selection import f\_regression

bestfeatures = SelectKBest(score\_func=f\_regression, k=10)

Y=[]

X=df\_final

y\_features=['review\_scores\_rating','review\_scores\_accuracy','review\_scores\_cleanliness','review\_scores\_checkin','review\_scores\_communication','review\_scores\_location','review\_scores\_value']

for f in y\_features:

Y.append(pd.DataFrame(df\_final[f]))

X=X.drop(f,axis=1)

topFeatures={}

for y in Y:

print(y.columns[0])

fit = bestfeatures.fit(X,y)

dfscores = pd.DataFrame(fit.scores\_)

dfcolumns = pd.DataFrame(X.columns)

#concat two dataframes for better visualization

featureScores = pd.concat([dfcolumns,dfscores],axis=1)

featureScores.columns = ['Specs','Score'] #naming the dataframe columns

labels=(featureScores.nlargest(10,'Score')) #print 10 best features

topFeatures[y.columns[0]]=labels['Specs'].array

print(featureScores.nlargest(10,'Score'))

print('-----------------------------------')

topFeatures

**Models:**

import numpy as np

import pandas as pd

df\_final=pd.read\_csv('FinalDataset.csv')

df\_final.head()

from sklearn.feature\_selection import SelectKBest

from sklearn.feature\_selection import f\_regression

#apply SelectKBest class to extract top 10 best features

bestfeatures = SelectKBest(score\_func=f\_regression, k=10)

Y=[]

X=df\_final

y\_features=['review\_scores\_rating','review\_scores\_accuracy','review\_scores\_cleanliness','review\_scores\_checkin','review\_scores\_communication','review\_scores\_location','review\_scores\_value']

# y\_features=['review\_scores\_value']

for f in y\_features:

Y.append(pd.DataFrame(df\_final[f]))

X=X.drop(f,axis=1)

topFeatures={}

for y in Y:

# X=X.drop('review\_scores\_location',axis=1)

# y = pd.DataFrame(final\_df['review\_scores\_location'])

# X = final\_df.iloc[:,0:19] #independent columns

# y = final\_df.iloc[:,20]

fit = bestfeatures.fit(X,y)

dfscores = pd.DataFrame(fit.scores\_)

dfcolumns = pd.DataFrame(X.columns)

#concat two dataframes for better visualization

featureScores = pd.concat([dfcolumns,dfscores],axis=1)

featureScores.columns = ['Specs','Score'] #naming the dataframe columns

labels=(featureScores.nlargest(10,'Score')) #print 10 best features

topFeatures[y.columns[0]]=labels['Specs'].array

print(featureScores.nlargest(10,'Score'))

## MODELS:

- Linear Regression

- Logistic Regression

- SVM

- Baseline

- kNN

- Decision Trees

- Neural nets

- ConvNets

#### Multiple Linear Regression:

from sklearn.model\_selection import train\_test\_split

from sklearn.model\_selection import KFold

from sklearn.model\_selection import cross\_val\_score

from sklearn.linear\_model import LinearRegression

from sklearn.metrics import mean\_squared\_error

from sklearn.metrics import accuracy\_score

from sklearn.metrics import r2\_score

from numpy import mean

from numpy import absolute

from numpy import sqrt

import pandas as pd

# for y in Y:

# features=topFeatures[y.columns[0]]

# fX=X.copy()

# fX=fX[[c for c in X.columns if c in features]]

# # cv = KFold(n\_splits=10, random\_state=1, shuffle=True)

# kf = KFold(n\_splits=5)

# print(y.columns[0])

# kf=KFold(n\_splits=5)

# r2\_mean=[]

# x\_train,x\_test,y\_train,y\_test = train\_test\_split(fX,y,test\_size=0.2)

# for train,test in kf.split(fX):

# score=[]

# model = LinearRegression().fit(pd.DataFrame(fX).iloc[train],pd.DataFrame(y).iloc[train])

# ypred = model.predict(pd.DataFrame(fX).iloc[test])

# score.append(r2\_score(pd.DataFrame(y).iloc[test],ypred))

# print(f'TEST R2: {mean(score)}')

# # print(f'Accuracy: {accuracy\_score(y\_test.astype(int),ypred.astype(int))}')

# # print(f'RMSE: {mean\_squared\_error(y\_test,ypred)}')

# # print(f'R2: {r2\_score(y\_test,ypred)}')

# print('-----------------------')

for y in Y:

features=topFeatures[y.columns[0]]

fX=X.copy()

fX=fX[[c for c in X.columns if c in features]]

# cv = KFold(n\_splits=10, random\_state=1, shuffle=True)

# kf = KFold(n\_splits=5)

print(y.columns[0])

x\_train,x\_test,y\_train,y\_test = train\_test\_split(fX,y,test\_size=0.2)

model = LinearRegression().fit(x\_train, y\_train)

ypred = model.predict(x\_test)

print(f'RMSE: {mean\_squared\_error(y\_test,ypred)}')

print(f'R2 Score: {r2\_score(y\_test,ypred)}')

print('-----------------------')

#### Logistic Regression: NOT ACCOUNTED FOR

# ['liblinear', 'newton-cg', 'lbfgs', 'sag', 'saga']

import numpy as np

from sklearn.linear\_model import LogisticRegression

from sklearn import preprocessing

for y in Y:

# print(y.shape)

features=topFeatures[y.columns[0]]

fX=X.copy()

fX=fX[[c for c in X.columns if c in features]]

# cv = KFold(n\_splits=10, random\_state=1, shuffle=True)

print(y.columns[0])

model = LogisticRegression(penalty='none',solver='sag')

lab = preprocessing.LabelEncoder()

y\_transformed\_train = lab.fit\_transform(y\_train)

y\_transformed\_test = lab.fit\_transform(y\_test)

model.fit(x\_train, y\_transformed\_train.ravel())

ypred\_LR=model.predict(x\_test)

print('mean %f'%(mean\_squared\_error(y\_transformed\_test,ypred\_LR)))

print('-----------------------')

#### Lasso Regression:

#Imports:

import pandas as pd

import numpy as np

import matplotlib.pyplot as plt

from mpl\_toolkits.mplot3d import Axes3D

from sklearn.preprocessing import PolynomialFeatures

from sklearn import model\_selection

from sklearn.linear\_model import Ridge

from sklearn.linear\_model import Lasso

import matplotlib as mtplt

from sklearn.model\_selection import KFold

from sklearn.model\_selection import train\_test\_split

from sklearn.metrics import mean\_squared\_error

from math import sqrt

from sklearn.metrics import mean\_absolute\_error

def kfcv(x,y,c\_range,name\_of\_model,range\_of\_poly):

for poly\_degree in range\_of\_poly:

mean\_error=[];std\_error=[];

x\_poly=PolynomialFeatures(poly\_degree).fit\_transform(x)

# x\_poly\_test =PolynomialFeatures(poly\_degree).fit\_transform(x\_test)

for c in c\_range:

if(name\_of\_model=='Lasso'):

model=Lasso(alpha=1/(2\*c))

elif(name\_of\_model=='Ridge'):

model=Ridge(alpha=1/(2\*c))

mean\_square\_error\_temp=[]

kf=KFold(n\_splits=5)

for train,test in kf.split(x):

model.fit(pd.DataFrame(x\_poly).iloc[train],pd.DataFrame(y).iloc[train])

predictions=model.predict(pd.DataFrame(x\_poly).iloc[test])

mean\_square\_error\_temp.append(mean\_squared\_error(pd.DataFrame(y).iloc[test],predictions))

mean\_error.append(np.array(mean\_square\_error\_temp).mean())

std\_error.append(np.array(mean\_square\_error\_temp).std())

plt.errorbar(c\_range,mean\_error,yerr=std\_error)

plt.xlabel('C'); plt.ylabel('Mean square error')

plt.title(f'K fold CV - Choice of C in {name\_of\_model} regression for Feature: {y.columns[0]} for Polynomial Feature Degree: {poly\_degree}')

plt.xscale('log')

plt.show()

# print('R2 score:',r2\_score(pd.DataFrame(y).iloc[test],predictions))

# print('MAE:',mean\_absolute\_error(pd.DataFrame(y).iloc[test],predictions))

# print('MSE:',mean\_squared\_error(pd.DataFrame(y).iloc[test],predictions))

# print('RMSE:',mean\_squared\_error(pd.DataFrame(y).iloc[test],predictions,squared=False))

c\_vals=[0.0001,0.001,0.01,0.1,1,10,100,1000,10000]

range\_of\_poly = [1,2,3,4,5]

model='Lasso'

for y in Y:

# print(y.shape)

features=topFeatures[y.columns[0]]

fX=X.copy()

fX=fX[[c for c in X.columns if c in features]]

# poly\_feature=5

print(y.columns[0])

kfcv(fX,y,c\_vals,model,range\_of\_poly)

print('-------------------------------------')

# print('----------------------------------------------------')

from sklearn.preprocessing import PolynomialFeatures

from sklearn.metrics import mean\_absolute\_error

# mean\_error=[];std\_error=[];

for y in Y:

# print(y.columns[0])

label\_value=y.columns[0]

c=0

poly\_degree=0

if(label\_value=='review\_scores\_rating'):

poly\_degree=4

c=0.0001

elif(label\_value=='review\_scores\_accuracy'):

poly\_degree=5

c=0.0001

elif(label\_value=='review\_scores\_cleanliness'):

poly\_degree=3

c=0.001

elif(label\_value=='review\_scores\_checkin'):

poly\_degree=4

c=0.001

elif(label\_value=='review\_scores\_communication'):

poly\_degree=5

c=0.0001

elif(label\_value=='review\_scores\_location'):

poly\_degree=5

c=0.001

elif(label\_value=='review\_scores\_value'):

poly\_degree=5

c=0.001

Lasso\_x\_poly = PolynomialFeatures(poly\_degree).fit\_transform(fX)

# mean\_square\_error\_temp=[]

kf=KFold(n\_splits=5)

for train,test in kf.split(fX):

model=Lasso(alpha=1/(2\*c))

model.fit(pd.DataFrame(Lasso\_x\_poly).iloc[train],pd.DataFrame(y).iloc[train])

predictions=model.predict(pd.DataFrame(Lasso\_x\_poly).iloc[test])

# mean\_square\_error\_temp.append(mean\_squared\_error(pd.DataFrame(y).iloc[test],predictions))

# mean\_error.append(np.array(mean\_square\_error\_temp).mean())

# std\_error.append(np.array(mean\_square\_error\_temp).std())

print('R2 score:',r2\_score(pd.DataFrame(y).iloc[test],predictions))

print('MAE:',mean\_absolute\_error(pd.DataFrame(y).iloc[test],predictions))

print('MSE:',mean\_squared\_error(pd.DataFrame(y).iloc[test],predictions))

print('RMSE:',mean\_squared\_error(pd.DataFrame(y).iloc[test],predictions,squared=False))

#### Ridge Classifier:

c\_vals=[0.0001,0.001,0.01,0.1,1,10,100,1000,10000]

range\_of\_poly = [1,2,3,4,5]

model='Ridge'

for y in Y:

features=topFeatures[y.columns[0]]

fX=X.copy()

fX=fX[[c for c in X.columns if c in features]]

print(y.columns[0])

kfcv(fX,y,c\_vals,model,range\_of\_poly)

print('-------------------------------------')

#### Random Forest:

from sklearn.ensemble import RandomForestRegressor

from sklearn.model\_selection import RandomizedSearchCV

for y in Y :

print(y.columns[0])

feats = topFeatures[y.columns[0]]

fX = X.copy()

fX = fX[[c for c in X.columns if c in feats]]

# Number of trees in random forest

number\_of\_trees = [int(x) for x in np.linspace(start = 200, stop = 2000, num = 10)]

# Number of features to consider at every split

max\_features = [1.0, 'sqrt']

# Maximum number of levels in tree

max\_levels = [int(x) for x in np.linspace(10, 110, num = 11)]

max\_levels.append(None)

# Minimum number of samples required to split a node

min\_samples\_to\_split = [2, 5, 10]

# Minimum number of samples required at each leaf node

min\_samples\_on\_leaf = [1, 2, 4]

# Method of selecting samples for training each tree

method\_to\_use = [True, False]

# Create the random grid

random\_grid = {'n\_estimators': number\_of\_trees,

'max\_features': max\_features,

'max\_depth': max\_features,

'min\_samples\_split': min\_samples\_to\_split,

'min\_samples\_leaf': min\_samples\_on\_leaf,

'bootstrap': method\_to\_use}

# Use the random grid to search for best hyperparameters

# First create the base model to tune

random\_forest\_model = RandomForestRegressor()

# Random search of parameters, using 3 fold cross validation,

# search across 100 different combinations, and use all available cores

random\_rf = RandomizedSearchCV(estimator = random\_forest\_model, param\_distributions = random\_grid, n\_iter = 100, cv = 3, verbose=2, random\_state=42, n\_jobs = -1)

# Fit the random search model

random\_rf.fit( x\_train, y\_train.values.ravel() )

base\_model = RandomForestRegressor(n\_estimators = 10, random\_state = 42)

base\_model.fit( x\_train, y\_train.values.ravel() )

best\_random = random\_rf.best\_estimator\_

predictions = best\_random.predict( x\_test )

print(f'Acc: {accuracy\_score(y\_test.astype(int),predictions.astype(int))}')

print(f'RMSE: {mean\_squared\_error(y\_test,predictions)}')

print(f'R2: {r2\_score(y\_test,predictions)}')

#### Dummy Classifier:

from sklearn.dummy import DummyRegressor

for y in Y:

features=topFeatures[y.columns[0]]

fX=X.copy()

fX=fX[[c for c in X.columns if c in features]]

print(y.columns[0])

dummy\_classifier = DummyRegressor(strategy="mean")

dummy\_classifier.fit(x\_train, y\_train)

ypred=dummy\_classifier.predict(x\_test)

print(f'R2 Score: {r2\_score(y\_test,ypred)}')

print(f'MSE: {mean\_squared\_error(y\_test,ypred)}')

print(f'RMSE: {mean\_squared\_error(y\_test,ypred,squared=False)}')

print(f'Accuracy: {accuracy\_score(y\_test.astype(int),ypred.astype(int))}')

print('------------------------------------------')